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§  Capabilities: Geometry and Mesh (data) generation/handling 
infrastructure with flexible solver interfaces. 

SIGMA: Introduction Website: http://sigma.mcs.anl.gov!

Ø  CGM supports both open-source (OCC) and commercial (ACIS) geometry 
modeling engines.!

Ø  MOAB provides scalable mesh (data) usage in applications through efficient 
array-based access; Support parallel I/O, visualization.!

Ø  MeshKit provides unified meshing interfaces to advanced algorithms and to 
external packages (Cubit/Netgen).!

Ø  PETSc – MOAB interface simplifies efficient discretization and solution of PDE 
on unstructured meshes with FEM.!
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§  To utilize the SIGMA tools effectively, follow workflow to 
solve a simple 2-D Laplacian on a square mesh (unit cube). 
Ø Example 1: HelloParMOAB 
-  Introduction to some MOAB objects and load mesh from file 
- Query the parallel mesh to list the entities of various dimensions 

(elements, faces, edges, vertices) 
- Get entities and report non-vertex entity connectivity and vertex 

adjacencies. 

Ø Example 2: SetsNTags 
-  Load file and query the entity sets (group of entities) and their 

contents 
-  Look at various conventional tag names available in MOAB and 

list how/where they are defined 

SIGMA Tutorial  
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Ø Example 3: LargeMesh 
- Generate d-dimensional parallel mesh with given partition/element 

information (HEX/TET/QUAD/TRI) 
- Define Tags on entities (vertex or elements) 
- Write to file in parallel with partition 

Ø Example 4: DMMoab Laplacian Solver 
-  Introduction to some DMMoab concepts 
- Create DMMoab from file loaded 
- Define field to be solved  
- Setup linear operators and PETSc objects 
- Solve linear operator 
- Output and visualize 
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§  Please consult the SIGMA website for help on examples. 
http://sigma.mcs.anl.gov/atpesc2014 

§  General MOAB questions can be directed to                 
moab-dev@mcs.anl.gov 

§  All other comments: vijaysm@mcs.anl.gov 

SIGMA Tutorial  
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HelloMOABPar: Basic Parallel Mesh Access 
http://ftp.mcs.anl.gov/pub/fathom/moab-docs/HelloParMOAB_8cpp-example.html 

§  Interface instantiation using moab::Core constructor 
Ø Normally, all MOAB access should be through moab:: namespace, 

not used here for brevity 
§  Mesh can be loaded from file (Interface::load_file) 

Ø MOAB source comes with various mesh files, in MeshFiles/unittest/
… 

§  Perform parallel resolve and exchange of shared and 
ghosted entities. 

§  Lists usually handed through interface as either Range or 
std::vector<EntityHandle> 

§  Usage: 
mpiexec -np 4 HelloMoabPar [filename]!
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§  MOAB provides functions for getting handle type, id 
(type_from_handle, id_from_handle) 
•  These are bitmask functions, you could implement your own in C/C++ 
•  EntityType enumeration: MBVERTEX, MBEDGE, … (use Doxygen to 

find definition) 
•  IDs usually assigned in sequence, starting with 1 (note, 0 is never a 

valid id, except for handle 0, which refers to the “root set” or instance) 

§  Range provides API very similar to std::vector 
•  begin(), end(), rbegin(), etc. 
•  Range::range_inserter type for handing to std::copy 

§  moab::CN class for Canonical Numbering 
•  Tells how vertices, edges, faces are numbered in local element 
•  Provides functions for e.g. getting string name, getting # edges in an 

element, etc. 
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HelloMOABPar: Basic Parallel Mesh Access 
http://ftp.mcs.anl.gov/pub/fathom/moab-docs/HelloParMOAB_8cpp-example.html 
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§  GetEntities example is a lean version of “mbsize” tool 
§  Usage: mbsize <options> <input_file> [<input_file2> ...] 

     Options:  
•  -f             - List available file formats and exit. 
•  -g             - print counts by geometric owner 
•  -l             - Print counts of mesh 
•  -ll            - Verbose listing of every entity 
•  -m             - Print counts per block/boundary 
•  -O option      - Specify read option. 
•  -p[0|1|2]      - Read in parallel[0], optionally also doing resolve_shared_ents 

(1) and exchange_ghosts (2) 
•  -t             - Print counts by tag 

§  Exercise: Load few mesh files from Meshfiles/unittest 
directory and query different attributes. 

What does mbsize do ?  
http://ftp.mcs.anl.gov/pub/fathom/moab-docs/GetEntities_8cpp-example.html 
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§  Create a mesh on the fly, on multiple processors 
Ø Create a block mesh, partitioned as AxBxC blocks 
Ø  The number of tasks will be MxNxK. Default: [M,N,K]=1 
Ø Numbering of each part is in lexicographic ordering; x direction 

varies first, then y, and then z. 

§  Options to specify maximum dimensions available. 
§  Options to create simplices and quadratic (HEX) elements. 
§  Define field variables as double or integer tags. 
§  Usage: Generate 512 elements on 8 processors 
mpiexec -np 8 ./GenLargeMesh -M 2 -N 2 -K 2 –A 2 –B 2 –

C 2 -x 1.0 -y 1.0 -z 1.0 -d field1 –d field2 !
-o [filename]!

GenLargeMesh: Create Mesh in Memory 
http://ftp.mcs.anl.gov/pub/fathom/moab-docs/GenLargeMesh_8cpp-example.html 
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§  Documentation: 
•  DMMoab: http://www.mcs.anl.gov/petsc/petsc-dev/docs/manualpages/DM/index.html 
•  Original example: $PETSC_DIR/src/ksp/ksp/examples/tutorials/ex35.c 

§  The example models the 2-D inhomogeneous Laplacian. 

                                               
with forcing function f =!

§  Boundary conditions: 
•  Dirichlet: u = f(x,y) for x = 0, x = 1, y = 0, y = 1 
•  Pure Neumann  

DMMoab example: PETSc – MOAB API and Solver 
https://bitbucket.org/petsc/petsc/src/master/src/ksp/ksp/examples/tutorials/ex35.cxx 

Increasing values of υ & ρ!
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§  Some control parameters:  
•  (-xref, -yref), -nu: center and width of Gaussian source 
•  -rho: the magnitude of diffusivity 
•  -n: control number of elements (generated in memory) 
•  -file: load from external file (output of GenLargeMesh) 

§  Sample Usage: !
DMMoabLaplacian -n 20 -nu 0.02 -rho 0.01!
DMMoabLaplacian –n 40 -nu 0.01 -rho 0.005 –io –ksp_monitor!
DMMoabLaplacian -n 80 -nu 0.01 -rho 0.005 –io –ksp_monitor –
pc_type hypre!
DMMoabLaplacian -n 160 -bc_type neumann -nu 0.005 -rho 0.01 –io!
DMMoabLaplacian -n 320 -bc_type neumann -nu 0.001 -rho 1 –io!
!

§  Feel free to play around with parameters. Questions ? 

DMMoab example: PETSc – MOAB API and Solver 
https://bitbucket.org/petsc/petsc/src/master/src/ksp/ksp/examples/tutorials/ex35.cxx 


